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Abstract 

Background Travel restrictions and border controls were used extensively during the COVID-19 pandemic. However, 
the processes for making robust evidence-based risk assessments of source countries to inform border control poli-
cies was in many cases very limited.

Methods Between April 2020 and February 2022, all international arrivals to New Zealand were required to spend 14 
days in government-managed quarantine facilities and were tested at least twice. The infection rates among arrivals 
in the years 2020, 2021 and 2022 were respectively 6.3, 9.4 and 90.0 cases per thousand arrivals (487, 1064 and 1496 
cases). Test results for all arrivals were linked with travel history, providing a large and comprehensive dataset 
on the number of SARS-CoV-2-positive and negative travellers from different countries over time. We developed a sta-
tistical model to predict the country-level infection risk based on infection rates among recent arrivals and reported 
cases in the country of origin. The model incorporates a country-level random effect to allow for the differences 
between the infection risk of the population of each country and that of travellers to New Zealand. A time dependent 
auto-regressive component of the model allows for short term correlation in infection rates.

Results A model selection and checking exercise found that the model was robust and reliable for forecasting arrival 
risk for 2 weeks ahead. We used the model to forecast the number of infected arrivals in future weeks and categorised 
countries according to their risk level. The model was implemented in R and was used by the New Zealand Ministry 
of Health to help inform border control policy during 2021.

Conclusions A robust and practical forecasting tool was developed for forecasting infection risk among arriving 
passengers during a period of controlled borders during the COVID-19 pandemic. The model uses historical infection 
rates among arrivals and current infection rates in the source country to make separate risk predictions for arrivals 
from each country.
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Background
Travel restrictions and border controls were used by 
many countries during the COVID-19 pandemic in an 
attempt to reduce the number of SARS-CoV-2 infec-
tions imported from other jurisdictions. Examples 
include pre- and post-travel testing, vaccine passports, 
quarantine of inbound travellers, use of managed isola-
tion facilities and reactive travel bans on specific coun-
tries [1–3]. Travel restrictions have had various aims, 
including limiting community prevalence of SARS-
CoV-2, reducing the need for non-pharmaceutical 
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interventions domestically, preventing or reducing the 
importation of a variant of concern, or maintaining a 
state of SARS-CoV-2 elimination.

The effectiveness of travel restrictions varied depend-
ing on factors such as the prevalence of SARS-CoV-2 
(or a particular variant) in the origin and destination 
localities, level of compliance and ability to enforce 
restrictions, risk of transmission while in transit or 
within managed isolation facilities, and volume of trav-
ellers [4–6]. Evaluating the effectiveness of specific 
interventions is crucial for three key reasons: (1) to 
enable governments to make evidence-based decisions 
about which interventions to use in specific circum-
stances; (2) to make sure measures are equitable, legally 
and politically justifiable with respect to a stated pub-
lic health aim; and (3) so that measures can be targeted 
to high-risk cohorts of travellers rather than applied in 
an arbitrary or blanket manner [7]. These considera-
tions also apply to future pandemic threats which may 
prompt governments to impose travel restrictions.

Modelling studies have been used extensively to esti-
mate the effectiveness of different sets of border con-
trols [8–12]. However, the global evidence base for 
quantifying the risk posed by arriving travellers in dif-
ferent situations is lacking [13]. This is partly due to a 
lack of systematically collected data on cohorts of trav-
ellers and partly due to variability of testing policies 
and of the quality of official data across jurisdictions 
and through time.

Between April 2020 and February 2022, New Zealand 
required all international arrivals, with limited excep-
tions, to stay in government-managed isolation and quar-
antine (MIQ) facilities for 14 days [2]. Due to the isolated 
location of New Zealand in the South Pacific the vast 
majority of international arrivals are by air and, as a result 
of fewer flight routes and reduced demand for travel dur-
ing the pandemic, travellers arrived almost exclusively at 
the country’s two largest international airports (Auckland 
and Christchurch). This enabled New Zealand to imple-
ment border control measures that were uniform and 
comprehensive.

The use of MIQ was a key part of a strategy to elimi-
nate community transmission of SARS-CoV-2, or sup-
press it to very low levels until high vaccination rates 
were achieved in late 2021 [14, 15]. During this period, all 
international arrivals were tested at least twice and, from 
January 2021, three times during their stay in MIQ (on 
days 0, 3 and 12 after arrival). From January 2021, trav-
ellers were additionally required to provide a negative 
PCR test taken up to 72 h prior to departure. These strict 
border controls created a unique dataset of more than 
200,000 inbound travellers which can be used to evaluate 

SARS-CoV-2 infection risk in arrivals from different 
countries and at different stages in the pandemic.

Throughout the pandemic the New Zealand Gov-
ernment sought a robust means of assessing the risk of 
importing cases of COVID-19 via international travel. 
The level of risk depends on several factors including the 
COVID-19 incidence rate, vaccine coverage and public 
health measures in the country of origin and any transit 
countries, and the risk of in-flight transmission along the 
route taken from country of origin to New Zealand.

These risk assessments were important for two main 
reasons. Firstly, the risk of onward transmission of SARS-
CoV-2 into the community, for example via infection of 
MIQ workers or arrivals still being infectious after release 
from MIQ, will generally increase with the number of 
infected arrivals [2]. Secondly, positive cases detected in 
MIQ were moved to a dedicated isolation facility with 
limited capacity. Having a large number of infected arriv-
als in a short period of time could cause this capacity to 
be exceeded. In some instances, additional travel restric-
tions were imposed on travellers from countries desig-
nated as very high risk. Conversely, countries designated 
as low risk were at times subject to more relaxed meas-
ures, such as self-isolation at home or quarantine-free 
travel.

Kucharski et al. [16] developed a mathematical model 
to use data from testing of inbound travellers to infer 
prevalence in the country of origin in real time. Their 
method adjusts for the effect of pre-departure testing 
requirements, which reduce the apparent prevalence 
among inbound travellers by preventing some infected 
individuals from travelling. In principle, this approach 
could be used to reconstruct global transmission dynam-
ics from traveller screening data. Some countries had 
prevalence estimates from community sampling studies, 
notably the UK’s Office for National Statistics COVID-
19 infection survey [17] or REACT study [18]. However, 
these estimates were not available for most jurisdictions 
and country-specific estimates of infection prevalence 
would fill a key gap in global pandemic surveillance.

Quilty et al. [19] estimated the transmission risk posed 
by international travellers based on number of passen-
gers and estimated incidence of SARS-CoV-2 in differ-
ent countries. Their travel volume estimates were based 
on the OpenSky database [20] and incidence estimates 
were based on reported deaths and an assumed infection 
fatality ratio [9, 21]. There are limitations to both these 
estimates and it would be preferable to use data on actual 
travel numbers and prevalence of infection among travel-
lers where available.

In this paper, we develop a statistical model that can 
be deployed in real time to estimate the probability that 
a future arrival from a given country is infected with 
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SARS-CoV-2. The model is trained on data on confirmed 
cases of COVID-19 detected in recently arrived travellers 
to New Zealand, the numbers of arrivals from different 
countries over a 30-week period, and publicly accessible 
data obtained from the Johns Hopkins COVID-19 Data 
Repository via Our World In Data [22].

Through its calibration on actual arriving cases, the 
model accounts for possible variations in case reporting 
between countries. Where a country has a high level of 
unreported infection, the rate of infection among arrivals 
may be higher than official data from that country would 
suggest. Conversely, in countries where the incidence of 
infection is low and mostly confined to inbound travel-
related cases, then the rate of infection in arrivals from 
that country may be lower than expected. The model uses 
recent trends to account for these effects and adjust esti-
mates of future risk via a country-specific, time-varying 
component.

We do not attempt to reconstruct prevalence estimates 
for country of origin as done by Kucharski et  al. [16]. 
Rather, our aim is to provide a robust framework for esti-
mating changing levels of infection risk in inbound trav-
ellers within a short time horizon of only a few weeks. 
This paper makes two main contributions: one is a quan-
titative assessment of how infection risk in travellers 
varied in relation to reported cases of COVID-19 in the 
country of origin and at different stages in the pandemic. 
The second main contribution is to provide a robust sta-
tistical framework that can be used by policymakers in 
real time to assess risk. This framework was used by the 
New Zealand government to inform decisions around 
border controls and border reopening strategy through-
out 2021 and early 2022.

A previous non peer-reviewed technical report describ-
ing this work has already been published which describes 
the data and analysis in this manuscript [23].

Methods
Data
Daily counts of arrivals into New Zealand by country 
of origin were obtained from StatsNZ based on pas-
senger arrival card data. Out of n = 207,518  arrivals 
between 8 June 2020 and 20 February 2022, there were 
4060 (2.0%) whose arrival card country of origin could 
not be matched to a standard country name (see Addi-
tional file  1: Supplementary data description), or where 
the country did not have corresponding data in the Our 
World in Data dataset. These arrivals were assigned to 
‘Unknown origin’.

Daily counts of detected cases of COVID-19 in recent 
international arrivals by country of origin were provided 
by the New Zealand Ministry of Health (ESR, EpiSurv 
dataset, [24]). Cases were included if their Status field 

was ‘Confirmed’ or ‘Probable’ and the Overseas field was 
‘Yes’, and were recorded by date of arrival to New Zea-
land rather than date of positive test to enable compari-
son with arrival counts. This give a total n = 3047 cases 
arriving at the border between 8 June 2020 and 20 Feb-
ruary 2022. Country of origin was derived from the pas-
senger Arrival Card, which is completed by all arriving 
travellers. Where a reliable country of origin could not be 
identified from the Arrival Card the last known port of 
origin along the passenger’s route was used. The country 
of origin of positive cases reported in the EpiSurv data-
base is only used if no other country of origin is available. 
Although the EpiSurv data source is likely to be the most 
reliable for country of origin, it is only available for cases, 
and its use would introduce an undesirable numerator 
(cases)/denominator (all arrivals) mismatch. There were 
2 cases (0.1%) with unknown origin.

International data on new daily confirmed cases, con-
firmed deaths, estimated effective reproduction number 
Reff , partial and full vaccination coverage, number of 
tests, and test positivity rate were obtained from the Our 
World in Data COVID-19 dataset [22]. Occasional nega-
tive counts of cases, deaths or tests in this dataset were 
set to zero. Estimates of Reff were also obtained from Epi-
forecasts [25].

Data were aggregated to weekly totals (Monday–Sun-
day) before modelling. This reduced the proportion of 
observations of very small counts, as well as eliminating 
day-of-the-week effects in reporting. If the final week 
of data had 5 or 6 days, we scaled the number of cases 
and arrivals so that the counts are equivalent to a weekly 
total. If the final week had fewer than 5 days of data, all 
data for that week were excluded.

Statistical model
We modelled the number of COVID-19 cases Yct detected 
out of Nct arrivals from country c in time period t using a 
Binomial count model

where µct is the probability of an arrival from country c 
in time period t being infected with SARS-CoV-2. For 
µct , we used a mixed effects model with the lagged num-
ber of per capita weekly reported cases Ict (which we will 
refer to as the case rate) in origin country c as the only 
predictor. This predictor was chosen following a model 
selection procedure using a set of candidate predictor 
variables (confirmed COVID-19 deaths, number of tests, 
test positivity rate, proportion of the population at least 
partially vaccinated, proportion fully vaccinated, effec-
tive reproduction number) — see Additional file 1: Sup-
plementary methods for details. We found that most of 
the candidate variables were either too incomplete or too 

(1)Yct ∼ Binomial(Nct ,µct),
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weakly informative to be useful as predictors. In particu-
lar, testing rates and vaccination rates were too strongly 
varying over time, due to changing policies in the coun-
try of origin, that they could not be used with confidence 
in a predictive model.

The model for µct was

where α is an intercept, βk1 , . . . ,βk2 are regression coef-
ficients associated with the lagged logit-transformed case 
rates It−k1

, . . . , It−k2
 ; uc

iid
∼ N (0, σ 2

u ) is a country-level ran-
dom effect; vct = ρvc,t−1 + εct is an autoregressive AR(1) 
error structure with correlation parameter ρ and error 
term εct

iid
∼ N (0, σ 2

e ) ; and δ = 10−7 is a small offset to case 
rate observations which allows for situations where the 
number of reported cases is 0. Our model selection pro-
cess selected lags k1 = 0 to k2 = 2 as optimal.

The random effects structure assigns a country-level 
random effect uc to country c to account for arrivals from 
that country differing in risk from the risk level suggested 
by the reported case rate Ict . The autoregressive error 
structure vct allows this country-level effect to change 
over time with temporal correlation.

We fitted the model using the R package glmmTMB 
[26], which implements the TMB package [27] for use 
with generalised linear mixed effects models. For each 
forecast, we restricted the model training data to a fixed 
time window, the most recent 30 weeks, to allow for 
long-term changes in the pandemic.

Given data on border cases, arrivals, and case rate in 
country of origin (Yct ,Nct , Ict) at n weekly time points 
(t1, . . . , tn) and countries c = 1, . . . ,C , the TMB estima-
tion function returns parameter estimates β̂ , ρ̂  , σ̂ 2

u and 
σ̂ 2
e  and their covariances; estimated country-level ran-

dom effects ûc and time-dependent random effects v̂ct ; 
and fitted values and variance of the logit-transformed 
probability of infection η̂ct = logit µ̂ct and the number 
of positive cases Ŷct = Nctµ̂ct . Confidence intervals and 
in-sample prediction intervals were constructed using 
standard methods — see Additional file  1: Supplemen-
tary methods for details.

Forecasts
To forecast the model a further k time steps beyond the 
last observation tn , we required first a method for fore-
casting the number of arrivals Nct and the reported case 
rate in the country of origin Ict . We forecast arrivals Nct 
using data on MIQ bookings. Where these were not 
available, we set Nct for all t > tn to be the mean num-
ber of arrivals N̄c for country c in a fixed time window 

(2)

logitµct = α +

k2∑

k=k1

βk logit
(
δ + Ic,t−k

)
+ uc + vct ,

prior to the last observation at tn . We forecast reported 
cases in the country of origin using a weighted linear fit 
to logit(δ + Ict) using the last m = 3 observations with 
weights 1/m, 2/m, . . . ,m/m . We do not include any 
quantitative estimate of the effect of uncertainties in the 
forecasts of Nct and Ict , but we do discuss the impact of 
these uncertainties in the Results section.

The only time-varying component of the predic-
tion model in Eqs. (1) and (2) is the autoregressive ran-
dom effect vct . We projected these k steps forward via 
vctn+k

= ρk vctn + ζctn+k
 , where ζctn+k

iid
∼ N

(
0, σ̂ 2

e (1− ρ̂2k )/(1− ρ̂2)
) . 

Forecasts use the expected value v̂ctn+k
= ρ̂kvctn

.
Note that these confidence and prediction intervals 

neglect any uncertainty introduced in the forecasting of 
the numbers of arrivals and of the reported case rate in 
the country of origin. The number of arrivals may be esti-
mated from MIQ bookings or, for instances where pas-
sengers are not required to use MIQ, could be estimated 
from flight schedules.

We also calculated one step ahead forecasts as a useful 
measure of model goodness of fit, see Additional file  1: 
Supplementary methods.

Low information countries
The model cannot provide good estimates for countries 
where there is low information, either due to low num-
bers of arrivals, low numbers of cases, or both. We fitted 
the full model only for countries with 50 or more arrivals 
and 5 or more cases in the most recent 30 weeks.

For the remaining countries where there has been at 
least one recent arrival ( 

∑

t
Nct > 0 ) and at least one case 

( 
∑

t
Yct > 0 ), we fit a simpler model without the autore-

gressive AR(1) component in (2). For all other countries, we 
simply estimate the logit-transformed infection probability 
µct using the regression coefficients β̂  from the main model 
fit without any country-level or time-varying effects — see 
Additional file 1: Supplementary methods for details.

Risk classification
In each time period t, we classified each country via a 
multi-level risk categorisation using the fitted and fore-
casted estimates of cases Ŷct and infection probability 
µ̂ct . A risk classification for country c at time t can be 
made according to one of (a) the expected number of 
cases arriving at the border Ŷct , (b) the upper bound of 
the confidence interval for Ŷct , or (c) the upper bound of 
the prediction interval for Yct . Risk thresholds based on 
confidence intervals allow for the uncertainty in the esti-
mate of Ŷct . Risk thresholds based on prediction intervals 
allow for both the uncertainty in the estimate of Ŷct and 
the uncertainty in the observed value of the random vari-
able Yct.
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Risk classification based on the expected number of 
cases Ŷct requires some knowledge of the expected num-
ber of arrivals Nct . An alternative risk classification can be 
based only on the infection probability µ̂ct instead, again 
using either the point estimate for µ̂ct , the confidence 
interval, or the prediction interval. However, calculation 
of the prediction interval for the observed proportion of 
arrivals that are infected, Yct/Nct , still requires an esti-
mate of the numbers of future arrivals Nct.

If confidence or prediction intervals are used, it is suit-
able to use confidence intervals with confidence levels 
of the order of 50% (rather than, say 95%), i.e. where the 
upper bound of the interval is the upper quartile. This 
avoids overly conservative risk classifications. For illus-
trative purposes in this paper, we have used a risk clas-
sification scheme with four risk classes using the upper 
bound of the 50% confidence interval for the infection 
probability, with cut-points of 3, 8 and 20 cases per thou-
sand arrivals.

Assessing model fit
There are a number of ways to assess how well the model 
fits the data, and how well reliable the forecasts are. In 
the model selection process we used the AIC criterion 
and the mean absolute deviation (MAD) of one step 
ahead forecasts of cases to assess the fit of a set of candi-
date models in two independent data sets (see Additional 
file 1: Supplementary methods).

Out of sample assessments of goodness of fit can be 
made by comparing the forecasts of cases and rates with 
the actual values. This comparison can only be made for 
instances where there were actual arrivals in the forecast 
period. Forecasts were made for 224 countries; however, 
there were arrivals only from 88 countries in the first 
forecast week, and 89 in the second. In countries with 
small numbers of arrivals the case numbers are highly 
volatile, and so we compare using Z-scores the estimated 
cases and rates the forecast for each country in only the 
first two forecast weeks. The Z-scores normalise the dif-
ference between the observed case counts Yct or observed 
case rate Yct/Nct and their forecast values by the esti-
mated prediction error:

The prediction errors combine the binomial varia-
tion Var[Yct |Nct , µ̂ct ] with SE[η̂ct ] , which is the standard 
error of the logit transformed rate logitµ̂ct derived from 

(3)

Zcases =
Yct − Ŷct

PE[Ŷct ]

Zrates =

Yct
Nct

− µ̂ct

PE[Ŷct ]/N̂ct

PE[Ŷct ] ≃N̂ct µ̂ct(1− µ̂ct)

√

1

N̂ct µ̂ct(1− µ̂ct)
+ SE[η̂ct ]2

the model fit (see Additional file 1: Supplementary meth-
ods for further details). The key difference between the 
case and rate Z-scores is that the case score is calculated 
without reference to the actual number of arrivals Nct , 
whereas the rate score includes this information. We 
expect these Z-scores to follow a standard Normal distri-
bution (mean zero, standard deviation 1) if the data are 
fitted well by the model. Given that rates are restricted 
to be non-negative the distribution of Z-scores can-
not extend to large negative values. However large posi-
tive values, which indicate that the actual border rate 
observed was much higher than the predicted rate, are 
possible.

Software implementation and data
The model was implemented in the R software language 
using the glmmTMB package for model fitting. Although 
the data presented in this paper are confidential, due to 
small numbers of arrivals and cases from some countries, 
the code is available at https:// gitlab. com/ arnol dri/ nzarr 
ivalr isk [28].

Results
In this section, we show the results for the model fitted 
to data in the 30-week time interval 25 January 2021 to 
22 August 2021. Out of a total of 224 countries, 19 coun-
tries had sufficient numbers of arrivals and cases to be 
included in the full model (see Fig. 1), 44 other countries 
had at least one 1 case, and 161 had zero cases.

Fitted model
The parameter estimates and their standard errors are 
shown in Table  1. The parameter estimates β̂0, β̂1, β̂2 
quantify the dependence of the infection risk on case rate 
in the source country at lag 0, 1 and 2 weeks, respectively. 
For ease of interpretation, we have also transformed 
the fitted model parameters into alternative representa-
tions: β̂ave , the effect of the mean logit-transformed case 
rate over the last 3 weeks, and parameters β̂1−0 and β̂2−1 
which are the coefficients of the changes in the logit-
transformed case rate from lag 1 to lag 0, and lag 2 to lag 
1, respectively.

We now consider the various aspects of the fit-
ted model, and show results for the 19 fully modelled 
countries.

Figure  2 shows the number of infected arrivals at the 
New Zealand border alongside the fitted model for the 
six fully modelled countries with the highest number 
of arrivals. (An equivalent graph for all 19 fully mod-
elled countries is shown in Additional file  1: Fig. S3. In 
each graph the fitted model is shown as the bold red line 
with thin red lines bounding the 50% confidence inter-
val and dashed purple lines bounding the 50% prediction 

https://gitlab.com/arnoldri/nzarrivalrisk
https://gitlab.com/arnoldri/nzarrivalrisk
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interval. The model matches the data well throughout the 
range of the observations (up to 22 August 2021).

The grey shaded area in Fig.  2 (and in subsequent 
graphs) shows a 5-week forecast period immediately 
after the end of the observed data. We only expect the 
model to provide reliable forecasts for at most a 3-week 
period, but show 5 weeks to illustrate how the model 
functions over a slightly longer period. The confidence 
and prediction intervals expand widely beyond the end 
of the observed data. Actual observations, not used in 
the modelling, are shown as open squares in the shaded 
forecast period.

Additional file  1: Fig. S4 shows an equivalent set of 
graphs for the infection rate (i.e. number of infections per 
1000 arrivals).

Fig. 1 Data on weekly reported cases per thousand in the country of origin (solid red curves) and observed rates of infection among arrivals 
to New Zealand (blue curves with open circles) in the 19 fully modelled countries. To make these plots clearer, infection rates among arrivals were 
smoothed using a 5-point smoother for arriving cases (weights 1

8
, 1
4
, 1
4
, 1
4
, 1
8
 ). For an equivalent set of graphs without smoothing, see Additional 

file 1: Fig. S2

Table 1 Parameter estimates for the model fitted to data from 
25 January to 22 August 2021

a The estimates on the left are returned by the fitting routine, and those on 
the right are useful transformations of those estimates. Standard errors are 
calculated using the delta method

Fitted model  parametersa Derived parameters

Parameter Estimate Std. error Parameter Estimate Std. error

α − 1.1648 0.9706 α  − 1.1648 0.9706

β0 0.2373 0.3080 βave 0.4441 0.1108

β1 0.0858 0.4038 β1−0 0.0892 0.3013

β2 0.1210 0.2948 β2−1 0.0270 0.2905

log(σu)  − 0.2927 0.3591 σu 0.7462 0.2680

log(σe) 0.3314 0.1275 σe 1.3929 0.1776

θ = ρ/
√

(1− ρ2) 0.7845 0.2266 ρ 0.6172 0.1104
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Figure  3 shows the estimated time-independent ran-
dom effects ûc for the 19 fully modelled countries. On 
average, over the time period considered, travellers from 
countries with a positive random effect have a higher risk 
of infection that would be predicted from the reported 
case rate Ict in that country, whereas travellers from 
countries with a negative random effect have a lower risk 
of infection. The time-dependent random effects vct rep-
resent short-term variations in the infection risk among 
travellers relative to the long-term average (see Addi-
tional file 1: Fig. S5).

The random effects are the mechanism by which the 
infection rate in arrivals from different countries is modi-
fied by factors other than reported cases in the country of 
origin. As noted already, there is a multitude of such fac-
tors. For example, for countries where community trans-
mission has been eliminated or suppressed to very low 
levels, the majority of reported cases may be in managed 

isolation facilities, or may be rapidly identified and iso-
lated by contact tracing systems. This could mean that 
the infection risk in arrivals to New Zealand is lower than 
reported cases in those countries would suggest. Con-
versely, the infection risk in arrivals from countries with 
high levels of unreported infection is likely to be higher 
than would be predicted based on reported cases alone. 
This might be viewed as an argument for including num-
ber of tests per capita or test positivity rate as predictors 
in the model. However, we found that including these 
variables and others such as death rates and vaccination 
rates did not improve model performance (see Additional 
file 1: Supplementary methods).

Due to lags between infection and reporting, countries 
where the epidemic is rapidly growing might be expected 
to pose a higher risk than countries where it is declin-
ing. This could be accounted for by including estimates 

Fig. 2 Number of arriving cases from the 6 fully modelled countries with the largest numbers of arrivals (blue). The thick red lines show the fitted 
model, the thin red lines show the 50% confidence interval around this fit, and the purple dashed lines show the 50% prediction interval. Model 
fitted to data from 25 January to 22 August 2021. Shaded grey region shows a 12-week forecast period alongside actual data for the first 5 weeks 
of the forecast period (white squares)



Page 8 of 16Arnold et al. BMC Global and Public Health            (2024) 2:27 

of the effective reproduction number Reff as a predictor 
in the model. However, again we found that this did not 
improve model performance beyond the simple extrapo-
lation of epidemic growth/decay that we used to forecast 
reported cases (see Additional file 1: Sec. S2.8).

Also of importance are any factors that mean interna-
tional travellers from the country differ in their risk pro-
file from the average resident in the source country. These 
include travel restrictions and interventions designed to 
reduce risk (e.g. pre-departure tests, symptom screen-
ing, vaccination requirements) and also individual trav-
eller characteristics (e.g. place of residence within the 
source country, ability to isolate from risk). Relationships 
between these variables and infection risk are likely to be 
time-dependent, highly correlated and are thus difficult 
to estimate separately from one another.

The random effects model absorbs all of these country-
specific and time-varying effects into measures which 
learn the degree of autocorrelation and the magnitude 
of variation of differences between risk of infection in 

arrivals and reported cases per capita in the country of 
origin.

One step ahead predictions provide a way to assess the 
model’s goodness-of-fit. At each time step we use the cur-
rent covariates and parameter estimates, but forecast the 
time-dependent random effect forwards from the previ-
ous week (shown in Fig. 4 for the same six countries as 
Fig. 2. Results for all 19 modelled countries are shown in 
Additional file 1: Fig. S6). As is typical of one step ahead 
predictions, they appear to slightly lag the true data, with 
each observation predicting forwards a modified version 
of its own value.

The country-level estimates can be aggregated over 
all countries to create estimates of the total numbers of 
cases that are expected at the border each week (Fig. 5). 
These estimates include all fully modelled countries as 
well as those with low and zero case counts.

Risk classification and aggregate risk estimates
Using the model estimates for the expected numbers of 
cases and the expected infection rates, we assigned each 
country to a risk category using specified thresholds. 
We used the upper bound of the 50% confidence inter-
val for the infection rate to classify countries into four 
groups using cut-points of 3, 8 and 20 cases per thousand 
arrivals.

Figure  6 shows the changing classification over time 
for modelled countries in Oceania during 2021. In the 
forecast period (from 23 August onwards), the risk cat-
egorisations of New Caledonia and Palau were expected 
to increase from the lowest category (green) to the 
highest (dark red) in the near future. Fiji, French Poly-
nesia, and (to lesser extent) Australia and Papua New 
Guinea were classified as current and continuing risks. 
A world risk map is shown in Fig. 7 for the week start-
ing 23 August 2021, estimated using observed data up to 
22 August 2021 (i.e. predictions are shown for the first 
week of the forecast period) using the same four risk 
categories.

Model fit and forecast performance
We now consider aspects of model fit and the perfor-
mance of the forecasts using the methods outlined 
under assessing model fit in the  ‘Methods’ section 
above.

Firstly, the values of the mean absolute deviation 
(MAD) and AIC are shown in Table 2 for the main analy-
sis data set used in this section: smaller values of both cri-
teria indicate a better fit, and both support the inclusion 
of both a country level random effect and the autoregres-
sive component.

Secondly, we can assess forecast performance using 
the Z-scores for cases and rates defined in (3). These 

Fig. 3 Time-independent random effects uc for the 19 fully modelled 
countries. On average, travellers from countries with positive random 
effects have higher rates of infection than the reported case rate 
in the general population would predict; travellers from countries 
with negative random effects have lower rates of infection 
than the reported case rate would predict. Model fitted to data 
from 25 January to 22 August 2021



Page 9 of 16Arnold et al. BMC Global and Public Health            (2024) 2:27  

Fig. 4 One step ahead predictions for infection rates among arriving cases for the 6 fully modelled countries with the highest numbers of arrivals. 
Observed rates are shown in blue, the thick green lines show the one step ahead predictions with 50% confidence intervals (thin green lines) 
and 50% prediction intervals (dashed green lines). Model fitted to data from 25 January to 22 August 2021. Shaded grey region shows a 5-week 
forecast period alongside actual data for the first 5 weeks of the forecast period (white squares)
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scores are plotted against the actual numbers of arrivals 
for the first two forecast weeks in Fig. 8, together with 
the approximate 50% and 95% ranges within which the 
scores are expected to lie. Large positive Z-scores indi-
cate that the observed cases/rates are higher than the 
expected values.

Each country for which there was at least one arrival 
is plotted using a symbol to indicate whether it was 
one of the 19 fully modelled countries, one of the 44 
countries with low information (at least one case in the 
model training interval), or one of the 161 countries for 
which there were no cases in the model training inter-
val. We have plotted all of the data on common axes, 

but this means that the case Z-score for Afghanistan 
in Fig. 8a is plotted at the top of the panel, whereas its 
actual value is Zcases = 31.8.

We note that almost all countries lie within the 
expected ranges of Z-score values for both rates and 
cases. With the exception of the Z case score for 
Afghanistan in week 1 (Fig. 8a), all countries with strong 
excesses in Z-scores occur for countries with small 
numbers of arrivals, and none of them are in the fully 
modelled set of countries. Afghanistan is notewor-
thy due to having a highly volatile number of arrivals 
in week 1: 6.7 were forecast but there were 124 actual 
arrivals.

Fig. 5 a Number of infected arrivals and b infection rate per 1000 arrivals aggregated over all countries, showing the model’s central estimate (bold 
red line), 50% confidence interval (thin red lines) and 50% prediction (dashed purple lines). Model fitted to data from 25 January to 22 August 2021. 
Shaded grey region shows a 12-week forecast period alongside actual data for the first 5 weeks of the forecast period (white squares)
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Fig. 6 Risk classification for countries in Oceania in 2021. Countries are classified into four risk categories (lowest risk = green, highest risk = dark 
red, insufficient data = white) using the upper bound of the 50% confidence interval for the infection rate with cut-points of 3, 8 and 20 cases 
per thousand arrivals. Forecasts are in the area bounded by the yellow box at rights

Fig. 7 Map of border risk for arrivals from countries around the world for the week starting 23 August 2021. Estimates based on observed 
data up to 22 August 2021. Countries are classified into four risk categories (lowest risk = green, highest risk = dark red) using the upper bound 
of the 50% confidence interval for the infection rate with cut-points of 3, 8 and 20 cases per thousand arrivals
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Among the Z-scores for rates in week 1 (Fig.  8c) the 
scores for all four of the countries outside the 95% range 
are caused by a single case among a very small number of 
arrivals. The Z-score for the infection rate for Afghani-
stan is within the expected range of values indicating 
consistency with the model.

In week 2, the picture is similar to that in week 1, with 
excesses caused by small numbers of cases among small 
numbers of arrivals.

Finally, we can compare the forecast and actual risk 
aggregated over all countries. Figure 5 shows that within 
the first 3 weeks the forecast rates and case counts match 
very well, with the actual values sitting within, or close to, 
the 50% prediction intervals.

We noted in the ‘Methods’ section above that we 
have not explicitly included any quantitative effect of 
uncertainties in the forecasting of arrivals ( Nct ) and in-
country incidence ( Ict ) in the confidence and prediction 
intervals associated with our forecasts. To recap briefly, 
we forecast the numbers of arrivals at a constant rate at 
the average of the previous 3 weeks of arrival numbers, 

Table 2 Goodness of fit statistics (AIC and one step ahead mean 
absolute deviation, MAD) for the fitted model with and without 
random effects

Model AIC MAD

No random effects 1815 1.022

+ country level RE 1328 0.780

+ AR(1) correlation 1114 0.688

Fig. 8 Z-scores of case and rate predictions for the first two forecast weeks. Standard 50% and 95% reference ranges are shown by dashed 
and dotted lines. (In panel a Afghanistan should be plotted at Z = 31.8 , but is shown at a lower value for readability)
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and forecast incidence using a log linear fit through the 
last 3 weeks of in-country incidence. (Additional file  1: 
Figs. S7 and S8 display the forecasts for the 19 fully mod-
elled countries.) We have found that these forecast esti-
mates do in general lead to reliable estimates of the rates 
of border cases, as can be seen in the results shown in 
Fig. 8: most Z-scores being close to zero and within the 
expected ranges.

However, where there are sudden changes in the pat-
terns of arrivals or changes in the trajectory of the pan-
demic in a country then our forecasts will be incorrect 
and our risk estimates likewise affected. These changes 
cannot be learned from within the model, and thus can-
not be anticipated. The observed excess of actual cases 
compared to predicated cases for Afghanistan in week 
1 is an example of severely underestimated arrivals. We 
can mitigate some uncertainty in arrivals by using future 
MIQ bookings, and also estimate the effects on arriv-
als of changes in policy settings, such as the opening or 
closing of a quarantine free travel arrangement. (Such 
an arrangement with Australia ended shortly before the 
forecast period, and led to an overestimate of expected 
arrivals and hence of cases from Australia in the results 
presented here: c.f. Fig. 2.)

Without full models of the pandemic within every 
country, sharp changes in the trajectory of the pandemic 
(such as the peaking of cases or a new outbreak) lead to 
unforseeable changes in the estimated incidence rate. The 
effects of these changes will be learned by the model in 
future forecast periods. For policy makers, the reports 
made by international health monitors, state health agen-
cies and the media will always need to be used to inform 
overall risk assessments, in addition to the estimates a 
model such as ours can provide.

Discussion
The risk assessment model presented here is a robust and 
practical tool for forecasting the infection risk in bor-
der arrivals. It uses readily available data: reported cases 
in the source countries, together with counts of arriv-
als and cases by country of origin. These data were col-
lected routinely in New Zealand during the first 2 years 
of the COVID-19 pandemic, when all international arriv-
als were PCR tested at least twice. Other countries that 
imposed strict border testing requirements may also have 
comparable datasets [16].

The forecasts produced by the model are in the form 
of expected rates and counts of infected arrivals by 
country, and are accompanied with suitable measures of 
uncertainty. These model outputs could be considered 
by policymakers alongside other information (e.g. effec-
tive reproduction number estimates, death rates, testing 
rates) to support informed, evidence-based decisions 

about risk posed by travellers arriving from different 
countries.

Public health and policy responses to the COVID-19 
pandemic, and data collection and reporting standards, 
have been highly variable. This led us to use as simple 
a modelling approach as possible, using reported cases 
in the country of origin as the only covariate, with 
three lags to measure epidemic trajectory. We used a 
random effects structure to absorb many of the differ-
ences between countries that are impossible to model 
comprehensively. These include the differing levels of 
unreported infection among countries, and any system-
atic differences between the resident population (which 
generates the reported case statistics) and international 
travellers, who are likely to be healthier and wealthier. 
The random effects may also absorb changing risks 
due to different variants of SARS-CoV-2, and chang-
ing levels of population immunity due to vaccination 
programmes, prior infection, and waning. The random 
effects structure allowed us to estimate the time-varying 
difference between reported cases per capita in each 
country of origin and infection risk at the New Zealand 
border.

Strengths of our study include that it uses data from 
routine testing of all international arrivals consistently 
collected over a period of around 18 months. All arriv-
als were required to spend 14 days in managed isolation 
and quarantine and, during this time, were PCR tested at 
least twice and interviewed daily about symptoms. This 
means that the number of missed infections is likely to 
be very low and the risk of travellers being infected after 
arrival, which could otherwise bias infection risk esti-
mates upwards, is also very low. The dataset includes 
travellers from a large number of different countries, in 
contrast to other studies which have focused on travel-
lers from a small selection of countries (e.g. [16]). Model 
output enables user to define indicative risk categories 
based on multiple variables in a flexible way. For example, 
a country or group of countries could be classified as high 
risk if the estimated probability of infection was above 
5% or there was a greater than 25% chance of there being 
more than 20 infected arrivals in 1-week time period. 
Risk thresholds can be adjusted upwards or downwards 
over time to suit the current epidemiological situation 
and public health aims.

Limitations include that the model does not account 
for the effect of pre-departure travel measures. The effect 
of such measures can be modelled [6, 16, 19]. However, 
their effect is complicated by potential compensatory 
behaviour (e.g. postponing risky activities like social 
gatherings until after taking a mandatory pre-departure 
test), screening of travellers based on symptoms at time 
of departure, and other testing requirements imposed by 
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airlines or transit countries, as opposed to the destination 
country.

The dataset we used identifies a traveller’s country of 
origin via arrival card data. New Zealand residents are 
asked which country they spent the most time in while 
overseas. Non-residents are asked which country they 
last lived in for 12 months or more. In some instances, 
this may not accurately capture the country or countries 
in which the traveller’s greatest risk of exposure occurred.

The model does not explicitly account for risk of trans-
mission in transit. Air travellers from different countries 
share airports and aircraft with one another, and in-tran-
sit risks may pose significant risks to individual travellers 
from low-risk countries as they mix with travellers from 
higher-risk countries. If travellers from a particular coun-
try tend to use the same routes, and mix with passengers 
from the same set of other countries, then to some extent 
this in-flight risk is incorporated in the random effects 
structure as a component of the difference between the 
travelling population at the resident population from any 
given country. Beyond this observation, we cannot see a 
reliable source of data by which we could incorporate in-
flight transmission into our model.

As noted above, the outputs of the model should not 
be used as an automatic risk classification system with-
out considering other factors, such as reports of sudden 
changes in infection rates or the emergence of a new vari-
ant in a source country, and the effect of travel restric-
tions on individuals and families affected.

Compared to countries with land borders, or those 
at short sea distances from their neighbours, the geo-
graphical isolation of New Zealand puts it in an excel-
lent position to be able to monitor and forecast the risk 
of international arrivals being infected with SARS-CoV-2 
or potentially other pathogens. Models created in other 
countries generally focus on the risks that imported 
cases pose to the epidemic within that country (e.g. [11, 
29, 30]), and this question has also received considera-
tion in New Zealand (e.g. [10]). However, specific mod-
els designed for the quantitative assessment of risks in 
real-time are rare. Lee et al. [31], for example, created a 
country risk model for arrivals to South Korea where the 
arrival risk was simply proportional to monthly reported 
cases in the country of origin.

Other modelling approaches exist as well, with Wang 
et  al. [32] aggregating risk along the route taken by an 
arriving ship based on the current case numbers and 
rates of change at the ports visited. Zhang et  al. [33] 
used a model incorporating the connectivity of the inter-
national air travel network to assess border risk at pro-
vincial level in China. Quilty et  al. [19] investigated the 
aggregate risk of arrivals from all origins, calibrated using 
flight data, with an interest in optimal testing policies for 

international arrivals. Their study used the methods of 
Russell et al. [9, 21] to account for unreported infections 
in the country of origin by using death rates rather than 
reported cases as an indicator of prevalence.

The International Civil Aviation Organisation (ICAO) 
has published suggestions for creating a country risk 
classification [34]. They proposed a four level classifica-
tion system based on the percentage of non-immune per-
sons, the 7-day prevalence, the test positivity rate and the 
testing rate. Classification is based on a set of thresholds 
of these measures. Where countries have imposed dif-
ferential treatment of arrivals from source countries, as 
opposed to treating all arrivals in the same way, it is likely 
that some version of rules based on these measures has 
been applied.

Our methodology provides a finer calibration of the 
border risk posed by arrivals from different countries by 
incorporating the additional information gained from 
observing recent arrivals in real time. Our methodol-
ogy does not rely on assumptions such as a fixed case-
fatality ratio nor a fixed level of case ascertainment. Such 
assumptions need constant revision when surveillance 
effort or reporting practices change, when new variants 
emerge, when new treatments are made available, and as 
population immunity changes over time. Such changes 
affect border risk, but cannot be easily or separately esti-
mated. Since our method is directly calibrated by actual 
arrivals, we estimate the combined effect of these factors 
in the random effects structure.

Our approach is of course at risk of missing rapid 
changes in source countries since there is typically a lag 
from infection to reporting, and it takes time for the 
model to adjust to abrupt shifts in the level of risk.

Conclusions
We have developed a forecasting approach suitable for 
assisting border control decisions to control the risk 
of infected individuals arriving. The model differenti-
ates between countries, using real time measurements 
of in country infection rates together with recent actual 
rates of infection among border arrivals to forecast risk 
for each country. The temporal random effects structure 
allows the model to adapt to sudden changes in each 
source country.

We reiterate that border risk assessment decisions 
need to rely on a wide range of data sources and con-
siderations, of which our model is only one component. 
We agree with the advice given in the Interational Civil 
Aviation Organisations report that ‘although data-driven 
decision making is encouraged, the current scenario 
may require a qualitative approach, as validated data and 
information is incomplete’ [34].
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